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Computational Fluid Dynamics using RANS-based modelling approaches have become an important tool
in the internal combustion engine development and optimization process. However, these models cannot
resolve cycle to cycle variations, which are an important aspect in the design of new combustion systems.
In this study the feasibility of using a Detached Eddy Simulation (DES) SST model, which is a hybrid
RANS/LES model, to predict cycle to cycle variations is investigated. In the near wall region or in regions
where the grid resolution is not sufficiently fine to resolve smaller structures, the two-equation RANS SST
model is used. In the other regions with higher grid resolution an LES model is applied. The case consid-
ered is a geometrically simplified engine, for which detailed experimental data for the ensemble averaged
and single cycle velocity field are available from Boreé et al. [Boreé, J., Maurel, S., Bazile, R., 2002. Disrup-
tion of a compressed vortex, Physics of Fluids 14 (7), 2543–2556]. The fluid flow shows a strong tumbling
motion, which is a major characteristic for modern turbo-charged, direct-injection gasoline engines. The
general flow structure is analyzed first and the extent of the LES region and the amount of resolved fluc-
tuations are discussed. Multiple consecutive cycles are computed and turbulent statistics of DES SST,
URANS and the measured velocity field are compared for different piston positions. Cycle to cycle varia-
tions of the velocity field are analyzed for both computation and experiment with a special emphasis on
the useability of the DES SST model to predict cyclic variations.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Cyclic variations of the combustion process are an important is-
sue in engine development. Engine parameters such as the optimal
spark timing are set according to the mean cycle. Consequently,
fast burning cycles have overadvanced spark timing while in cycles
with a slower combustion process the timing is retarded and the
efficiency potential is not fully used. Additionally, since the ex-
treme engine cycles determine the operating range of the engine,
the equivalence ratio, the valve and the spark timing as well as
the compression ratio are a compromise. The fast burning cycles
limit the compression ratio and the engine’s fuel octane require-
ment due to the tendency to knock and the slower burning cycles
define the lean operation limit and the amount of EGR that can be
applied.

In addition to the above mentioned limitations in DI engines
with stratified combustion modes cycle to cycle variations can
play an important role since these variations may cause a decisive
influence whether the condition (gas motion and composition) in
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the combustion chamber and especially in the spark plug region
are favorable for stable ignition and flame propagation or not.
For very lean or very rich mixtures the cyclic combustion varia-
tions increase and eventually the burning rate in some cycles is
so slow that the combustion process is incomplete. At a certain
point even misfire can occur. The mixture fails to ignite or the
flame is quenched directly after ignition, which is undesirable in
terms of engine roughness, efficiency and unburned hydrocarbon
emissions. This condition is significantly influenced by the flow
generated during the intake process. This flow structure can be dif-
ferent from cycle to cycle and consequently leads to combustion
variations.

During the design and optimization process of internal combus-
tion (IC)-engines Computational fluid dynamics (CFD) using RANS
turbulence modelling has proven to be a computationally efficient
tool. However, this approach is limited when it comes to unsteady
features as cycle to cycle variations and cannot capture this kind of
phenomenon. On the other hand, LES should provide in general the
ability to predict cyclic variations because smaller spatial scales
and temporal fluctuations can be resolved. In LES a significantly
smaller range of turbulent length scales needs to be modelled
compared to the RANS approach. However, resolving smaller tem-
poral and spatial scales requires higher order numerical schemes,
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Table 1
Constants for the SST model.

b� a1 b1 rk1 rx1 a2 b2 rk2 rx2 a1

0.09 5
9 0.075 0.5 0.5 0.44 0.0828 1 1/0.856 0.31
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smaller time steps and higher resolutions of the computational
grids.

For wall-bounded turbulent flows at high Reynolds number in
complex geometries hybrid RANS/LES approaches have become
an attractive alternative to pure LES. They combine attractive fea-
tures of both methods providing the opportunity to use LES in re-
gions such as free shear layers, where its performance is superior
to RANS. In other regions, where the accuracy and the averaged
information on turbulent properties is sufficient, RANS can be used
in order to save CPU-time. In contrast to pure RANS, it is expected
that temporal fluctuations can be resolved in the LES regions giving
this approach the potential to predict cycle to cycle variations,
which is here investigated for the turbulent gas motion in a simpli-
fied engine setup. Detached Eddy Simulation (DES) was originally
proposed by Spalart et al. (1997). Results and discussions on fur-
ther model development are reported in the literature, see e.g. Tra-
vin et al. (2000, 2002); Constantinescu and Squires (2003); Yan
et al. (2005); Spalart et al. (2006). Travin et al. (2002) proposed a
DES variant based on the SST model by Menter (1993) and this
DES SST model is used in this study.

A brief overview of the SST-based DES and URANS approaches
and their implementation in the CFX solver, which is used in this
study, is given in Section 2. Numerical aspects, which are of inter-
est especially for the hybrid model, are presented in Section 3 with
an emphasis on the numerical dissipation of the spatial scheme.
The results for the geometrically simplified engine setup are pre-
sented in Section 4. The fluid flow is investigated for multiple con-
secutive cycles. The results obtained with the SST DES approach are
compared to SST URANS computations and optical measurements
in terms of accuracy and level of additional information.

2. Governing equations and turbulence modelling

The formulation of the filtered governing equations for mass,
momentum and total enthalpy used in the CFD solver CFX are gi-
ven in Eqs. (1)–(3), where �f denotes a non-density-weighted fil-
tered variable and ~f is the density-weighted filtered variable,
respectively
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The equation for the total enthalpy H ¼ hþ 0:5u2
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where qi is the molecular heat flux. Due to the low mach number of
the investigated flow in this study, the contributions of the viscous
work as well as the additional terms are neglected. sres

ij and qres
i are

the residual momentum and heat fluxes, respectively, which re-
quire modelling

sres
ij ¼ �qðguiuj � eui eujÞ; ð4Þ

qres
i ¼ �qðguih � eui

~hÞ: ð5Þ

This system is complemented by the filtered equation of state for
perfect gases given in Eq. (6)

�p ¼ �q
R
W
eT : ð6Þ
2.1. SST URANS Model

The model closures in this study are based on the idea by Bous-
sinesq (1877), which reads for sres

ij

�sres
ij ¼ lt
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where k is the turbulent kinetic energy. An equivalent formulation
is used for the turbulent heat flux qres

i .
In the context of RANS and URANS modelling, there exist a great

variety of models for the turbulent viscosity. Menter (1993) pro-
posed the shear-stress transport (SST) model, which combines the
k� e by Jones and Launder (1972); Launder and Sharma (1974) with
the k�x model by Wilcox (1993). The SST model equals the stan-
dard k�x model within the boundary layer and gradually changes
to the standard k� emodel in the outer region using a blending func-
tion F1, which is described below. Besides differences in modelling
constants, the transport equation for the turbulent kinetic energy gi-
ven in Eq. (8) is equivalent for either the k�x and the k� e model
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The terms on the r.h.s. describe the turbulent production ePk, the tur-
bulent diffusion and the turbulent dissipation of turbulent kinetic en-
ergy k, respectively. In order to perform the blending of the two
models with one set of equations, the k� e model has been trans-
ferred into a k�x formulation with a transport equation for x using
the simple relation x ¼ e=ðb�kÞ. Besides different values of modelling
constants, the x equation derived from the k� e model differs from
the original k�x model formulation by an additional cross-diffusion
term, which is the last term on the r.h.s. in the following equation:
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where F1 denotes the first blending function of the SST model. It is
close to 1 in the boundary layer to preserve the desirable features of
the k�x model and goes to 0 at the edge of the boundary layer to
take advantage of the freestream independence of the k� e model

F1 ¼ tanh min max
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In addition to the cross-diffusion term in the x-equation also the
model constants f are blended according to f ¼ f1F1 þ f2ð1� F1Þ. In-
dex 1 denotes the constants of the k�x model and index 2 stands
for the k� e model constants. All values are given in Table 1.

The formulation of the second blending function F2 is very sim-
ilar to the first one but extends further out into the boundary layer:
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It is used for the formulation of the turbulent viscosity

mt ¼
a1k

maxða1x; SF2Þ
; ð14Þ

where S is the mean strain rate.

2.2. SST DES model

The idea behind the SST DES model proposed by Travin et al.
(2002) is to switch from the SST RANS model to an LES model in
regions, where the turbulent length scale lt ¼

ffiffiffi
k
p

=ðb�xÞ predicted
by the RANS is larger than the local grid spacing. In this case, the
length scale in the dissipation term in the transport equation for
the turbulent kinetic energy k given in Eq. (8) is replaced by the lo-
cal grid spacing D. The standard formulation for the SST RANS
model reads

Dk
RANS ¼ �qe ¼ �qb�kx ¼ �q

k
3
2

lt
; ð15Þ

which is modified for the SST DES model such that as soon as the
grid resolution is sufficiently fine to resolve smaller turbulent struc-
tures than the size of turbulent length scale lt , LES should be applied

Dk
DES ¼ �q

k
3
2

lDES
with lDES ¼ minðlt ;CDESDÞ; ð16Þ

where D ¼ maxðDx;Dy;DzÞ in our calculations. An additional limiter
is introduced in this work for the formulation of the dissipation
term in order to reduce the risk of grid-induced separation

Dk
DES ¼ �qb�kx � FDES with FDES ¼ max

lt

CDESD
ð1� FSSTÞ;1

� �
: ð17Þ

Using FSST ¼ 0 recovers the original approach given in Eq. (16),
where FSST ¼ F1 is a more conservative approach according to Men-
ter (2008), which is used for our simulations.

In LES mode the model reduces to a two-equation k�x SGS
model and in RANS mode the standard formulation of the SST mod-
el is recovered. The value for CDES of is determined in Section 3.2.
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Fig. 1. History of volume-averaged kinetic energy kVavg for several spatial schemes.
3. Numerical considerations of hybrid RANS/LES models

Numerical accuracy and numerical dissipation are essential is-
sues in LES. In this section, we will address especially the spatial dis-
cretisation method, which is used in combination with a second
order accurate backward Euler scheme for time discretisation. First
we present a hybrid spatial scheme designed for DES together with
the choice of the employed discretisation schemes in Section 3.1. In
Section 3.2 the determination of the constant CDES is discussed. Addi-
tional test cases with the same CFD solver, e.g. quantification of the
error introduced by non-stationary meshes and mesh interpolation,
were performed (not shown here) to ensure its applicability for hy-
brid RANS/LES modelling of cyclic fluctuations in engine geometries.

3.1. Hybrid spatial scheme

Travin et al. (2002) suggested a blending function for the invis-
cid fluxes Finviscid:

Finviscid ¼ ð1� rÞ � Fcentral þ r � Fupwind: ð18Þ

The blending function r guarantees upwind-based spatial dif-
ferencing in the RANS region and central differencing in the LES re-
gion. The function reads as follows:
r ¼ rmax � tanhðA�CH1 Þ ð19Þ

with
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The parameter g� ensures upwind differencing in the disturbed irro-
tational flow regions where X� 1 and S > 0. It is defined as

g� ¼ max tanh
CH3 �X �max S;X

n o
maxfðS2 þX2Þ=2;10�10g

0@ 1A4264
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The constants CH1; CH2; CH3 and rmax are given in Strelets (2001). In
order to ensure consistency with the zonal restriction from Eq. (17),
the final value of the blending function, denoted as r� in the follow-
ing, is defined as

r� ¼ maxðr; FSSTÞ; ð23Þ

where FSST ¼ F1 is used in our simulations
We consider three different spatial discretisation schemes

available in the CFD solver CFX to be used with the hybrid scheme,
namely a standard upwind (UD), a central differencing (CD) as well
as a bounded second order upwind biased discretisation scheme
called high resolution scheme (HR), respectively. The latter is
based on a numerical advection corrector, which can be viewed
as an anti-diffusive flux added to the upwind scheme. The flux is
adapted according to the suggestion of Barth and Jesperson
(1989) without violating boundedness principles.

A suitable test case is used to evaluate the level of numerical
dissipation introduced by the numerical scheme. Homogeneous
isotropic turbulence is initialized in a cubical computational do-
main and is simulated using Euler’s equations. From a Reynolds-
averaging point of view, the mean kinetic energy K ¼ 1=2�uk�uk

equals zero and only the fluctuating components of the velocity
with the turbulent kinetic energy k are computed. Physically, the
kinetic energy should stay constant over time in this test case.

The cubical domain considered has an edge length of L = 3.2 cm.
The grid consists of 323 hexahedral elements with an homogeneous
grid spacing. Periodic boundary conditions are used for all faces and
the time step Dt is based on an acoustic CFL-number of CFLa ¼ 0:6.
The turbulent velocity field is initialized using a 3D spatial inverse
Fourier-transformation of a von Kármán–Pao type energy spectrum.

In Fig. 1 the level of numerical dissipation is quantified as a
function of time. The CD scheme introduces the lowest amount
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of numerical dissipation followed by the HR scheme. As expected
the UD scheme yields the largest amount of numerical dissipation
leading to a rapid decrease of kinetic energy. According to these re-
sults the CD and HR scheme are used for the formulation of the
fluxes in Eq. (18). The HR scheme is chosen for the SST URANS
computations.

3.2. Determination of CDES

Decaying isotropic turbulence can be used for the evaluation of
SGS models. In order to calibrate the factor CDES in Eq. (17) simula-
tion results are compared to wind tunnel experiments of Comte-
Bellot and Corrsin (1971), which can be transferred to decaying
homogeneous and isotropic turbulence in a box by means of the
hypothesis of Taylor (1935). It is important to note that both the
k� e and the k�x branches exist in the SST-based SGS model
and the corresponding CDES value should be calibrated indepen-
dently for either branch according to Travin et al. (2002). The final
value of CDES is blended according to

CDES ¼ ð1� F1ÞCk�e
DES þ F1Ck�x

DES : ð24Þ

Considering that the LES mode of the SST-based DES is mostly active
away from the wall, the k� e branch will be dominant and we will
investigate CDES for the k� e branch first.

The turbulent Reynolds number based on the Taylor scale of the
original experiment is about Rek ¼ 70. Three-dimensional energy
spectra were measured at three different locations behind the grid
at tU0

M ¼ 42, 98 and 171, which correspond to three different times
during the decay of turbulence in a box, respectively. The compu-
tation is performed for atmospheric pressure and temperature.
Three cubical meshes with different grid resolutions and an edge
length of L = 0.508 m are used. The grids consist of 323; 643 and
903 hexahedral elements with an homogeneous grid spacing. Peri-
Fig. 3. Computational domain consisting of the cylinder, the intake channel and a large pl
cylinder are connected or disconnected. The essential dimensions and boundary condition
a function of the piston lift.
odic boundary conditions are used on all faces. The velocity field is
initialized by means of a 3D spatial inverse Fourier-transformation
of the energy spectrum EðjÞ in wavenumber space, which were
measured at the first location behind the grid at tU0

M ¼ 42.
Several calculations were carried out on these grids. Using

Ck�e
DES ¼ 0:61 showed consistent results for the resolved scales on

all grids and a good prediction of the turbulence decay over time.
Thus, this value is used in the remainder of this study. Fig. 2 shows
an example for the 643 grid resolution. Comparable results were
obtained with the Smagorinsky model using CS ¼ 0:2. It is interest-
ing to note the value for Ck�e

DES ¼ 0:61 agrees with the finding of Tra-
vin et al. (2002). They also determined Ck�x

DES ¼ 0:78 to be a suitable
value for the k�x branch. As our value for Ck�e

DES matches their va-
enum (from right to left). Depending on the gate position, the intake channel and the
s are included. B denotes the edge length of the square piston with B = 10 cm. F(t) is
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lue, we decided to use their value for Ck�x
DES ¼ 0:78 for the blending

function given in Eq. (24).

4. Cyclic variations in a simplified engine setup

Boreé et al. (2002) studied the generation, compression and
breakdown of a tumbling motion experimentally in an engine-type
setup. Two-dimensional PIV measurements of 100 consecutive cy-
cles at various crank angle positions are available for the symmetry
plane of the chamber and are used for comparison with the simu-
lation throughout this investigation. A large scale vortex in an IC-
engine is referred to as tumble if the axis of the rotational motion
is perpendicular to the cylinder axis. This flow type is of increasing
importance for modern turbo-charged, direct-injection gasoline
engines, where it has a major influence on the intake manifold de-
sign. The tumble is generated during the intake stroke. The large
-180 0 180 360
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Fig. 4. Gate and piston lift over crank angle.

Fig. 5. Computat
scale motion becomes unstable during compression as the piston
rises towards TDC and breaks down to smaller scales.

In the experiment, air enters and leaves the compression cham-
ber via a rectangular channel that can be opened and closed by a
gate device, which is used instead of engine valves. A plenum is lo-
cated upstream of the intake channel in order to prepare seeding
for the PIV measurements. Due to the square-shaped cross-section
of the chamber, the square piston and the usage of a simple gate,
the tumbling motion is better defined in the experiment of Boreé
et al. (2002) than in a real IC-engine where the geometry is much
more complex. The model compression machine allows easier
reproducibility of the boundary conditions in simulations and good
optical access. The compression ratio is 4 and the resulting peak
pressure is pmax ¼ 5:5 bar. The length to height ratio of the intake
channel ðL=h ¼ 30Þ guarantees that turbulence is fully established
when the flow reaches the chamber. During the intake stroke the
maximum Reynolds number based on the hydraulic diameter is
Remax ¼ 12000.

4.1. Numerical setup

Fig. 3 sketches the basic dimensions of the computational do-
main, which consists of the cylinder, the intake channel and a large
plenum. The plenum has a pipe connecting it with the atmosphere.
Depending on the piston movement both inflow and outflow can
happen at this interface. For subsonic inflow to the boundary, the
outside total pressure and temperature are prescribed. In addition,
the direction of the velocity vector is specified as normal to the in-
let. For subsonic outflow, the static pressure is specified at the inte-
gration points. For the velocities, the convective fluxes at the
boundary integration points are computed using interior nodes
only (upwind values). The diffusive fluxes are set to zero. For all
other boundaries no-slip conditions are used. For the aluminum
piston a constant temperature of Tpiston ¼ 22:5 �C was measured
on the surface, and this value was used in the simulation. For the
optical access large parts of the chamber side walls (liner), which
ional mesh.
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are in contact with the piston, and the cylinder head are thick win-
dows. Since the conductivity of the windows is low and only free
convection can take place at the outer walls, the liner and the cyl-
inder head are assumed to be adiabatic. According to the measure-
ments the temperature of the other walls of the experimental
setup is constant at Twall ¼ 18:8 �C. The time step is
Dt ¼ 2 � 10�4s ¼ 0:2472� CA. The highest CFL-numbers occur dur-
ing the intake stroke due to the high jet velocities. An analysis
for the flow field at 240� CA bTDC as shown in Fig. 8 yields that
CFL < 1 is valid for 85% and CFL < 1:5 is valid in 96% of all cells.
The maximum CFL number is smaller than 3. During most of the
cycle the velocities are significantly smaller and CFL < 1 is valid
in the whole domain.

The gate and the piston lift are depicted in Fig. 4. The end of
compression stroke is at 0� crank angle (CA), the corresponding
piston position is referred to as Top Dead Center (TDC) and the vol-
ume of the chamber is at minimum. In the following we will de-
scribe piston positions in crank angle relative to TDC, meaning
that 240� CA before TDC (bTDC) is identical �240� CA in Fig. 4.
180� CA is Bottom Dead Center (BDC) and the volume of the cham-
ber is at maximum.
Fig. 6. Instantaneous field of the blending function r� for the hybrid spatial scheme
at 240� CA bTDC.

Fig. 7. Isosurfaces of S2 �X2 ¼ 500 s�2 at 240� CA bTDC fo
Fig. 5 outlines the computational mesh, which consists of
391551 nodes. Due to the simple geometry of the chamber, the
complete grid movement can be managed with only one computa-
tional mesh, which is deformed according to the valve and the pis-
ton lift.

For the URANS simulation a single cycle is computed for initial-
ization. The results shown below were taken from the following
cycle. Continuation of the URANS calculation showed only small
differences. The DES was started using the results of the URANS
calculation as initial solution. In order to minimize the impact of
the initial solution 4 complete DES cycles were computed. The
DES was carried out for additional 10 cycles and these results for
single and phase-averaged (not using the first four cycles) fields
are discussed below. The issue of statistic reliability is specially ad-
dressed at the end of Section 4.2 by a comparison of the results
based on 10 computational cycles with those of 100 experimental
ones.

An important requirement for DES to predict cyclic fluctuations
is that the focus region must have an adequately fine grid resolu-
tion such that LES is used there.

Fig. 6 shows the blending function r� of the hybrid scheme, see
Eq. (18), for 240� CA (and is comparable for other crank angles).
While r� is not an exact indicator of the LES region, it gives a good
indication of the region, where both, model formulation and
numerical treatment, switch to LES-mode. It can be seen that the
complete inner part of the chamber is indicated as an LES-zone.

The isosurfaces of S2 �X2 ¼ 500s�2 at 240� CA bTDC for both
the DES and the URANS computation are shown in Fig. 7, visually
demonstrating the different levels of turbulence resolution.

Using the subgrid kinetic energy computed by the LES, a rough
estimate of the resolved fluctuations can be made. For the same
crank angle as in Figs. 6–9 we used 10 DES cycles to compute the
fluctuating components u0; v 0 and w0 in the LES focus region by
subtracting the averaged field. The resolved part of the turbulent
energy is then computed by

Xres ¼
0:5ðu02 þ v 02 þw02Þ

kSGS þ 0:5ðu02 þ v 02 þw02Þ : ð25Þ

For all cycles values between 84% and 91% are obtained for Xres, the
average value is 88%.

4.2. Results

The analysis of the results is divided into two major parts. First,
we compare the general flow structure from DES and experiment
and then detailed comparisons are presented of the predicted flow
fields with experimental and available LES data for three different
r (a) the SST URANS simulation and (b) the SST DES.



Fig. 8. Experimental phase-averaged velocity field of 100 cycles and instantaneous velocity fields of four consecutive cycles during the intake stroke at 240� CA bTDC.
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crank angles. We also cover the aspect of statistical convergence
with respect to the number of simulated cycles.

Figs. 8 and 9 show the phase-averaged and the instantaneous
velocity fields at the same crank angle 240� CA bTDC during the cre-
ation of the tumble in the intake stroke of the experiment and the
DES, respectively. In the experiment the phase-average is deter-
mined over 100 cycles whereas in the simulation 10 cycles are con-
sidered. To provide a first impression of the cycle to cycle differences
in the flow field, the instantaneous velocity fields are given for 4 con-
secutive cycles for both the simulation and the experiment. Compar-
ing the averaged fields, the recirculation bubble in the lower right
corner, which results from the reflection of the jet on the piston sur-
face, is more pronounced in the simulation compared to the exper-
iment. This results from flow fields as they occur e.g. in cycle 2
depicted in Fig. 9d. This effect might be less pronounced if more than
10 cycles were available for the phase-averaging. Significant varia-
tions from cycle to cycle in the size of the recirculation zone can also
be seen in the experimental data, see e.g. cycles 1 and 3 in Fig. 8c and
e. However, there are only a few cycles with such large recirculation
zones as for cycle 1 and this flow structure averages out over the 100
cycles, which might explain the differences between the predicted
and experimental averaged fields. A large vortex slightly above the



Fig. 9. DES result for the phase-averaged velocity field of 10 cycles and for instantaneous velocity fields of four consecutive cycles during the intake stroke at 240� CA bTDC.
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center can be observed in both the experiment and the simulation.
Its position changes from cycle to cycle and this precessing motion
is further discussed below in detail.

Fig. 10 shows the instantaneous z-component of vorticity in the
symmetry plane during the intake and compression stroke. Two
mixing layers and counter-rotating vortices, see the discussion
above, developing from the edges of the intake can be observed.
These vortices are deflected by the piston. A shear layer on the pis-
ton is visible and a large scale tumble with positive vorticity devel-
ops due to spiral roll-up. This wall-vortex interaction in a confined
environment is expected to have an impact on the large scale pre-
cession already seen in Figs. 8 and 9.

In Figs. 11–13, we compare results of DES and URANS obtained
in the present work for three different crank angle/piston positions,
namely, 270� CA bTDC, 90� CA bTDC and TDC, with the experimen-
tal data and with the LES of Moureau et al. (2004). For the latter,
only the averaged velocities are available. The exact location of
the comparison of the one-dimensional profiles is sketched in sub-
figure (a). Instantaneous velocity profiles of six consecutive cycles
from the DES and the experiment are included in subfigures (b), (c),
(f), (g), which is an indication of the resolved cycle to cycle fluctu-
ations. The phase-averaged values are based on 10 consecutive cy-
cles in the DES and 100 cycles in the experiment. For the URANS
simulation a single cycle is used for comparison. The LES results
by Moureau et al. (2004) are based on six computed LES cycles.

Fig. 11 shows the results for 270� CA bTDC, which is halfway
during the intake stroke. The phase-averaged u-velocity profile of
the DES (c) agrees fairly well with the experiment (b) and is very
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experiment, DES, URANS and the LES calculation by Moureau et al. (2004). The instantaneous u-velocity profiles for six consecutive cycles (thin) and the averaged profiles
(thick) are given for the experiment and the DES in (b) and (c), respectively. (f)–(h) show the same configuration for the v-velocity component. The comparison of the two-
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calculated under the assumption of isotropy as k ¼ 2

3 kmodelled .

Fig. 10. DES result of z-component vorticity during intake and compression stroke.
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similar to the profile of the URANS simulation and the LES results
(d). As expected from theory the comparison of the instantaneous
profiles shows that the wiggles in the DES (c) are smoother than in
the experiment (b) since the small turbulent structures are mod-
elled and not resolved. Neither the DES simulation (g) nor the
URANS/LES results (h) show the peak of the averaged v-velocity
profile in the middle of the chamber, which can be observed in
the experiment (f). This is due to the fact that the locations of
the vortex core in the simulation and the experiment slightly dif-
fer. The two peaks of the two-dimensional turbulent kinetic energy
(e) in the lower half of the chamber y < 0:03 m are caused by tur-
bulent production in the shear layers. The URANS simulation
underpredicts the kinetic energy in that region. Since the size of
the recirculation bubble of the entering flow is overpredicted as
observed in the two-dimensional velocity field in Fig. 9b for a later
crank angle, the peaks of the turbulent kinetic energy (e) and the
averaged u- (c) and v-velocity (g) profiles in the lower region are
slightly shifted in positive y-direction, which can be seen for all
simulation results. A peak of the turbulent kinetic energy can be
observed in the middle of the chamber, which is close to the center
of the large tumble core, in the experimental data and the DES re-
sults. Boreé et al. (2002) performed proper orthogonal decomposi-
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Fig. 12. Same as is in Fig. 11 for 90� CA bTDC.
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tion (POD) of that central region of the tumble and they could
clearly show that an important contribution to the phase-averaged
turbulence in that region is due to the large scale displacements of
the vortex, an effect that as shown by Haworth (1999) can be di-
rectly linked to cycle to cycle fluctuations in the context of engine
applications. While the DES captures that phenomenon, the URANS
simulation shows a constant level of turbulent kinetic energy in
that region. Production of turbulent kinetic energy in shear layers
is reasonably well predicted by URANS whereas turbulence due to
cyclic flow variations cannot be detected. This is consistent with
the results shown in Fig. 11e, where the overall resolved kinetic en-
ergy of the DES is shown to be comparable to the experimental val-
ues. It is important to note that the averaged velocity field from the
URANS simulation is comparable to both DES and LES results at
this crank angle position. However, the peaks of turbulent kinetic
energy due to both shear and large scale cyclic flow variations
are captured in the DES and compare reasonably well with the
experimental data. These findings are in agreement with the re-
sults of Toledo et al. (2007). Le Roy and Le Penven (1998) also
showed for a similar flow configuration as this one that the RANS
approach predicts a minimum of turbulent kinetic energy in the
center of the tumble motion.

The results of the simulation and the experiment at 90� CA
bTDC during compression are presented in Fig. 12. Although in
the experiment (b) the S-shape of the profile is more pronounced,
the averaged u-velocity profile is reasonably well predicted by the
URANS simulation, the LES (d) as well as the DES (c). The averaged
v-velocity profiles of the DES and LES (h), (g) and the experiment (f)
also agree reasonably well. However, the URANS simulation (h)
shows negative values for the averaged v-velocity component in
the middle of the cylinder, which indicates that the location of
the vortex core differs from the experiment. Similar to the intake
stroke the peak of the turbulent kinetic energy in the middle of
the cylinder (e) can be captured by the DES. However, the location
is shifted in negative y-direction compared to the experiment. This
is due to the different positions of the precessing vortex core from
cycle to cycle as it was discussed above. An indicator of the aver-
aged deviation is the difference of the location where the instanta-
neous u-velocity profiles equals zero. In both the experiment and
the DES the position varies by roughly 1 cm. The URANS simulation
shows a constant level of turbulent kinetic energy almost over the
complete cross-section, as it cannot capture the large scale cyclic
fluctuations, which correspond to the first POD modes as deter-
mined by Boreé et al. (2002).

Finally, the results at the end of compression at TDC are de-
picted in Fig. 13. The averaged u-velocity profile of the experi-
ment (b) still shows a slight S-shape, which cannot be observed
in the DES (c), the LES and the URANS simulation (d). The v-veloc-
ity profile is well predicted by the DES (g) and the LES (h). How-
ever, the result of the URANS simulation (h) essentially differs
from the experiment in the middle of the cylinder, which is com-
parable to the finding for 90� CA bTDC. In the URANS simulation
almost no turbulent kinetic energy can be observed at TDC (e).
The level of the turbulent kinetic energy in the DES is signifi-
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Fig. 13. Same as is in Fig. 11 for TDC.
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cantly higher but still lower than the experimental value.
However, the peak, which is still very pronounced in the experi-
ment and is present in the DES at earlier crank angles, cannot be
observed anymore.

As mentioned above the experimental data was averaged for
100 cycles whereas the DES results were obtained from 10 consec-
utive cycles, which is comparable to Moureau et al. (2004) with six
LES cycles and Toledo et al. (2007) with 10 LES cycles. However,
this raises the issue whether 10 cycles are sufficient for reliable
statistics. It can be concluded from Figs. 11–13 that the agreement
between the experiment and DES results for the mean velocity and
the turbulent kinetic energy is satisfactory initially but declines
during the compression. Flow visualizations from either experi-
ment or simulation for the different cycles show that during the in-
take stroke the flow is essentially two-dimensional, variations are
mainly due to the precessing vortex core and fluctuations of the jet
impact zone. The number of computed cycles appears to be suffi-
cient for a reliable description of that phase. However, during com-
pression the symmetry is lost and the fluctuations are amplified
through transfer of energy from the mean flow. Consequently the
mean flow becomes weaker and increasing differences between
each realization are observed for both experiment and DES. Thus,
statistical convergence is expected to become slower for later
stages of the compression and the differences at TDC in Fig. 13 sup-
port that statement. The agreement is expected to improve for an
increased number of simulated cycles. A similar conclusion can
be drawn for the simulated size of lower recirculation zone in
Fig. 9 and the position of the precessing vortex core.
5. Summary

Cyclic variations of the fluid flow are an important aspect in to-
day’s engine design and optimization process, as they have a signif-
icant influence on the combustion and therefore on the overall
engine performance. They usually cannot be resolved using
RANS-based modelling approaches. The present study investigated
the feasibility of using the SST DES and SST URANS models to pre-
dict cycle to cycle variations in a geometrically simplified internal
combustion engine. If the grid resolution is sufficiently fine, an LES
model is used in the inner part of the domain, which is usually the
region of intense shear flow. For regions, where the grid resolution
is not sufficient for LES as well as in the near-wall regions, the UR-
ANS SST model is used. For LES, the issue of numerical dissipation
is especially important and this aspect was covered in Section 3
showing that the chosen numerical scheme is suited for this type
of application.

It was shown that the focus region is simulated using LES, with
up to 80–90% of the turbulent kinetic energy during the intake
stroke being resolved, which is a prerequisite for the prediction
of cyclic fluctuations. Turbulent statistics of the models and the
measured velocity field are compared to assess the capability of
DES to predict cyclic variations. During the intake stroke the com-
puted phase-averaged velocity fields for both URANS and DES give
good agreement with the experiment. The turbulent kinetic energy
shows three distinct peaks, two of them can be linked to the pro-
duction in the shear layers at the upper and lower connection of
the intake channel. These two peaks are predicted by both the
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DES and the URANS results, however with better results for the
DES and the URANS peak being lower due to the higher level of
the eddy viscosity. Using POD Boreé et al. (2002) showed that
the third peak is due to the precessing large scale motion of the
tumble core. This large scale fluctuation can be directly linked to
cyclic variability in engines, see e.g. Haworth (1999). This fluctua-
tion is captured only by the DES, which is a very encouraging result
concerning the prediction of cycle to cycle variations in complex
engine geometries. During the compression stroke the predicted
averaged velocity field of the DES is more realistic than the URANS
simulation and agrees reasonably well with the experiment, how-
ever the agreement during intake stroke is better than during the
compression stroke. The increasing variability from one to the next
realization shows that an increased number of cycle simulations is
likely to improve the statistics especially during the compression
stroke.
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